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ABSTRACT: In recent years the ML is data 

analyzing techniques that used to analyze crime 

data previously stored from various sources to find 

patterns, suspects and trends in crimes. In 

additional, it can be applied to increase efficiency 

in solving the crimes faster and also can be applied 

to automatically notify the crimes. However, there 

are many ML techniques. In order to increase 

efficiency of crime detection, it is necessary to 

select the ML techniques suitably. This paper 

reviews the literatures on various ML applications, 

especially applications that applied to solve the 

crimes. Survey also throws light on research gaps 

and challenges of crime ML. In additional to that, 

this paper provides insight about the data mining 

for finding the patterns, suspects and trends in 

crime to be used appropriately and to be a help for 

beginners in the research of crime ML. 

Keywords-Random forest algorithm, Naïve Bayes 

algorithm,  

 

I. INTRODUCTION 
Crime prevention and detection become 

an important trend in crime and a very challenging 

to solve crimes. Several studies have discovered 

various techniques to solve the crimes that used to 

many applications. Such studies can help speed up 

the process of solving crime and help the 

computerized systems detect the criminals 

automatically. In addition, the rapidly advancing 

technologies can help address such issues. 

However, the crime patterns are always changing 

and growing. The crime data previously stored 

from various sources have a tendency to increase 

steadily. As a consequence, the management and 

analysis with huge data are very difficult and 

complex. To solve the problems previously 

mentioned, ML techniques employ many learning 

algorithms to extract hidden knowledge from huge 

volume of data. ML is data analyzing techniques to 

find patterns and trends in crimes. It can help solve 

the crimes more speedily and also can help alert the 

criminal detection automatically. 

ML, also popularly known as Knowledge 

Discovery in Databases (KDD), refers to the 

nontrivial extraction of implicit, previously 

unknown and potentially useful information from 

data in databases. While ML and knowledge 

discovery in databases (or KDD) are frequently 

treated as synonyms, ML is actually part of the 

knowledge discovery process. 

 

PROBLEM STATEMENT 

Determining the crime suspects is a major 

challenge in today's world to reduce the crimes and 

to take the precautionary measures to avoid crimes. 

The system helps to decrease the local people 

traffic in police station, it also helps police to 

increase investigation rate that in turn decrease the 

crime rate, the system also does analysis of 

criminal data which helps to predict crime in 

particular region. System is equipped with real time 

information. The system can integrate number of 

modules to increase the efficiency and problem 

solving of police, such as forensic report, chemical 

report, ballistic report and it can integrate the court 

reports.  

 

PROPOSEDSYSTEM  

Proposed system is applicable in the field 

of crime. Proposed system includes modeling of 

crimes for finding suitable algorithms to detect the 

crime, precise detection, data preparation and 

transformation, and processing time. Proposed 

system identifies crime behavior, crime predicting, 

precise detection, and managing large volumes of 

data obtained from various sources. Proposed 

system is automation for complaints registration, 

crime pattern prediction based on the previous 

crime details collected from various sources.  

Data Flow Diagram: A data flow diagram 

(DFD) is a graphical representation of the "flow" of 

data through an information system. DFDs can also 

be used for the visualization of data processing 

(structured design). On a DFD, data items flow 

from an external data source or an internal data 

store to an internal data store or an external data 

sink, via an internal process.  

A DFD provides no information about the 

timing of processes, or about whether processes 
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will operate in sequence or in parallel. It is 

therefore quite different from a flowchart, which 

shows the flow of control through an algorithm, 

allowing a reader to determine what operations will 

be performed, in what order, and under what 

circumstances, but not what kinds of data will be 

input to and output from the system, nor where the 

data will come from and go to, nor where the data 

will be stored (all of which are shown on a DFD). 

 

 
Use Case Diagram:  

A use case diagram is the primary form of 

system/software requirements for a new software 

program underdeveloped. Use cases specify the 

expected behaviour (what), and not the exact 

method of making it happen (how). Use cases once 

specified can be denoted both textual and visual 

representation (i.e. use case diagram). A key 

concept of use case modelling is that it helps us 

design a system from the end user's perspective. It 

is an effective technique for communicating system 

behaviour in the user's terms by specifying all 

externally visible system behaviour. 

 

 
Fig: Use case diagram for admin 

 

 
Fig: Use case diagram for investigation agencies 

 

 
Fig: Use case diagram for public 

 

II. METHODOLOGY 

 
 

The project involves the following algorithms:  

• Naïve Bayes Algorithm  

• Random Forest Algorithm  

 

Naïve Bayes Algorithm :In machine learning, 

naïve Bayes classifiers are a family of simple 

"probabilistic classifiers" based on applying Bayes' 

https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Probabilistic_classification
https://en.wikipedia.org/wiki/Probabilistic_classification
https://en.wikipedia.org/wiki/Probabilistic_classification
https://en.wikipedia.org/wiki/Bayes%27_theorem
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theorem with strong (naïve)independence 

assumptions between the features. They are among 

the simplest Bayesian network models. But they 

could be coupled with Kernel density estimation 

and achieve higher accuracy levels.Naïve Bayes 

classifiers are highly scalable, requiring a number 

of parameters linear in the number of variables 

(features/predictors) in a learning problem. 

Maximum-likelihood training can be done by 

evaluating a closed-form expression, which takes 

linear time, rather than by expensive iterative 

approximation as used for many other types of 

classifiers. 

 

 
 

Random Forest Algorithm: Random forests or 

random decision forests are an  ensemble learning 

method for classification, regression and other 

tasks that operate by constructing a multitude of 

decision trees at training time and outputting the 

class that is the mode of the classes (classification) 

or mean prediction (regression) of the individual 

trees. Random decision forests correct for decision 

trees' habit of overfitting to their training set. The 

general method of random decision forests was first 

proposed by Ho in 1995.
[1]

Ho established that 

forests of trees splitting with oblique hyper planes 

can gain accuracy as they grow without suffering 

from overtraining, as long as the forests are 

randomly restricted to be sensitive to only selected 

feature dimensions. A subsequent work along the 

same lines concluded that other splitting methods 

behave similarly, as long as they are randomly 

forced to be insensitive to some feature 

dimensions. Note that this observation of a more 

complex classifier (a larger forest) getting more 

accurate nearly monotonically is in sharp contrast 

to the common belief that the complexity of a 

classifier can only grow to a certain level of 

accuracy before being hurt by overfitting. The 

explanation of the forest method's resistance to 

overtraining can be found in Kleinberg's theory of 

stochastic discrimination. 

The early development of Breiman's notion of 

random forests was influenced by the work of Amit 

and Geman who introduced the idea of searching 

over a random subset of the available decisions 

when splitting a node, in the context of growing a 

singletree. The idea of random subspace selection 

from Ho was also influential in the design of 

random forests. In this method a forest of trees is 

grown, and variation among the trees is introduced 

by projecting the training data into a randomly 

chosen subspace before fitting each tree or each 

node. Finally, the idea of randomized node 

optimization, where the decision at each node is 

selected by a randomized procedure, rather than a 

deterministic optimization was first introduced by 

Dietterich.
  

 

III. RESULT ANALYSIS 
 

 
Fig: Execution of Navie Bayes 

 

 
Fig: Execution of Random forest 

 

https://en.wikipedia.org/wiki/Statistical_independence
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https://en.wikipedia.org/wiki/Maximum-likelihood_estimation
https://en.wikipedia.org/wiki/Maximum-likelihood_estimation
https://en.wikipedia.org/wiki/Maximum-likelihood_estimation
https://en.wikipedia.org/wiki/Maximum-likelihood_estimation
https://en.wikipedia.org/wiki/Closed-form_expression
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Fig: Graphical representation 

 

IV. CONCLUSION 
System is useful to Police Departments. 

Reduces the number of crimes and Increase 

efficiency in solving the crimes faster and also can 

be applied to automatically notify the crimes. 

Crime prevention and detection become an 

important trend in crime and a very challenging to 

solve crimes. Helps speed up the process of solving 

crime and help the computerized systems detect the 

criminals automatically. Determines the crime 

suspects and reduce the crimes and to take the 

precautionary measures to avoid crimes. Proposed 

system is applicable in the field of crime. Proposed 

system is an innovative crime suspect detection 

system.  

 

V. FUTURE ENHANCEMENTS 
Instead of registering complaints through 

a piece of pen and paper online complaint 

registration can be started. By doing so, the 

complaints will not be lost and can be kept safe. 

Also another module called the query module can 

be added where in the public can post queries to the 

administrator regarding any public issues. 
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